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Abstract—Transfer of policies from simulation to physical robots is an important open problem in deep reinforcement learning. Prior work has introduced the model-based Neural-Augmented Simulator (NAS) method, which uses task-independent data to create a model of the differences between simulated and real robot. In this work, we show that this method is sensitive to the sampling of motor actions and the control frequency. To overcome this problem, we propose a simple extension based on artificial curiosity. We demonstrate on a physical robot, that this leads to a better exploration of the state space and consequently better transfer performance when compared to the NAS baseline.

Index Terms—Sim2Real, Domain Adaptation, Intrinsic Motivation

I. INTRODUCTION

Despite the success in Deep Reinforcement Learning (RL), training policies directly on physical robots remains a difficult problem due to concerns about amount of human intervention required and potential damage to the robot and environment. Since simulators offer a test bed for training and evaluating policies, training the policies in a simulated environment and then deploying them on the real robot is common practice. However, due to various factors (noise, modelling errors, unmodelled effects, etc.), there always exists a gap between simulation and reality. To close this "sim2real gap", two families of methods are usually employed: Domain Adaptation/Randomization (e.g. [12, 7, 10, 8]) and Model-based methods.

In this work, (a) we show how transfer performance is affected by state space coverage and (b) in order to reach better state space coverage, we combine an off-the-shelf intrinsic motivation method, goal babbling [9], with a state-of-the-art model-based sim2real method NAS and demonstrate its increased performance on a real robot transfer task.

II. METHOD

The Neural-Augmented Simulator (NAS) method works in two phases:

• Model Learning Phase: During this phase, it learns the forward dynamics model between simulation and the real world from matching trajectories by predicting the discrepancies between them using an LSTM [5]
• Policy Learning Phase: This learned LSTM model is applied at every simulation step to update the simulated state. Using this augmented simulator, a policy can be learned using an Reinforcement Learning (RL) algorithm. NAS gathers the trajectories during the learning phase through random movements (i.e. under a random policy). This can be seen as a naive exploration strategy and this is known as "Motor Babbling (MB)", where the commands that are sent to the robot are the randomization objective. Benureau [3] has demonstrated that this exploration mechanism does not lead to a uniform state space exploration and hence limits the robustness of a forward model. The authors suggested a
Fig. 2: **Real robot evaluation results** comparing motor babbling and goal babbling performance after transfer. Higher is better. Across different control frequencies, goal babbling outperforms motor babbling and the baseline in terms of median. The median difference in the 10Hz case is not statistically significant.

As extension of NAS, we propose the **CUriosity-driven Neural-Augmented Simulator** (CuNAS) which uses the Goal Babbling exploration strategy for collecting trajectories during the model learning phase. We use the non-parametric Nearest Neighbors (NN) algorithm for GB to find the action that came closest to the goal given the history of past observations. A small amount of noise is drawn from a uniform distribution and added to the best action while ensuring it does not exceed the motor ranges. During the initial exploratory phase, the history of observations is bootstrapped with MB. The model is otherwise trained identically to the LSTM-based model described in [4].

III. EXPERIMENTS

We evaluated our framework in ErgoReacher environment [4], a 4-DOF robotic arm simulated in the Bullet Physics Engine, using the Poppy ErgoJr robot arm[6]. The end-effector of the arm has to reach multiple goals sampled along the plane perpendicular to the axis of rotation. For the **model learning phase** of NAS, we collected 10K real trajectories and simulated them out according to NAS. The list of actions was obtained either from MB or GB policies. We collected these trajectories at three different control frequencies, 1Hz, 2Hz, and 10Hz i.e. a new action command is sent once a second, twice a second or ten times a second and in between, the robot has time to move its joints via a PID controller to reach the angles specified in the control command. In the **policy learning phase**, we augmented the PyBullet simulation with the learned LSTM and used PPO [11] to train policies in the source environment. We trained 3 policies with different seeds for each LSTM (i.e. a total of 18 policies, 3 for each one of the 3 control frequency and MB/GB cases). We rolled out these simulation-trained policies on the real robot and evaluated GB against the MB baseline and against a set of 3 policies that were trained directly on the real robot. For each policy, we rolled out 25 episodes. In Fig. 2 both the individual episode results are plotted as well as the mean for each condition. We found that GB-based methods consistently outperformed both the baseline that was trained directly on the target environment and the MB-based methods. We also found evidence that the transferred performance is sensitive to the frequency at which the data is collected.

IV. CONCLUSIONS

We introduced an easy yet powerful extension of the Neural-Augmented Simulator. With this extension we were able to achieve significantly better results on the transfer task with no overhead in terms of physical experiments and next to no overhead in terms of total experiment runtime. As such, we recommend CuNAS as drop-in replacement for NAS. We recognize that even though experimenting on even a single physical robot is difficult and time-consuming, we have yet to prove the generalization of this method to other robotic platforms and tasks. We hope to be able to address this when we can return to our lab after the current pandemic. Furthermore, we took goal babbling as an assumption when designing this method for it’s simplicity and low overhead. In future work, we would like to evaluate different alternative exploration strategies as well. Additionally, in upcoming work, we would like to investigate a metric that indicates pre-transfer the likelihood of successful sim2real transfer, based on the coverage of the state space of the robot during the exploration and model learning phase and with respect to much of that state space is visited by the target policy.
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2Internally, the simulated and real robot operate at 100Hz and the action is simply repeated between new action commands.

3This is an artifact (also discussed in [4]) of how, when training directly on the real robot, the robot sometimes gets stuck on the table or environment and therefore the training is significantly harder than in simulation where the reset function is reliable.
REFERENCES


